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ABSTRACT-The two-parameter gamma distribution is 
determined by its shape parameter y and scale par;meter, 
8. Maximum likelihood estimators of these +/-y, 8/8 are 

distributed independent of B and tend to  be normally 
distributed as the sample size n increases. Values of n 
are given (for selected values of y) t o  ensure near normality. 

Mooley (1973) raises Some interesting questions on being to use the fact that, as n becomes large, tend 
when a variate can be described as being normally dis- to become normal. Near normality can be described in 

terms of the skewness (4%) and kurtosis (p2) moment tributed. He considers the size of the sample n {the sample 
being assumed to consist of independent identically ratios, and we might say that approximate normality is distributed gamma variates with density j(x) = 

achieved when -e1< f i < e 1  and -€2<&-3<€2 where [exp(--/P)I/[Pr(r)l for r>O, P,>O) such that the 
maximum likelihood estimators p and .;I of 0 and €1 and € 2  are small and positive. Actually, 4s; and p z  
respectively shall have an approximate normal may be functionally related; thus limiting b2 to an 
distribution. There are several approaches to  this, one interval automatically controls the range of &. Here, 

and 

A h  
TABLE 1.-Sample size to achieve approximate normality for the distribution of y, fl 
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we set e2 such that &53.5, 3.25, 3.1, and 3.01 and find 
how large n must be to  ensure these results with rzspect to 
the larger of the kurtosis for the distribution of B and +. 
The assessments in table ,1 have been evaluated from the 
asymptotic moments of /3 and to order n-6 given in 
Bowman and Shenton (1970) and Shenton and Bowman 
(1972); in our notation, j 3=q  y=p. 

Note tpt, in our tabulation, B2(B) <Bz(r) except 
when O<r<0.3. Moreover, accepting a sample size of 
n=75 to induce normality (Mooley gives 75 yr as the 
needed record to make monthly rainfall gamma para- 
meter estimators nearly normal) is equivalent to accepting 
rnax{f12(fl), f12(r)} in the region of 3.75 to 4.00. We point 
out that the upper 5-percent and l-percent usual normal 
deviates 1.6449 and 2.326 would become 1.621 and 2.472, 
respectively, if we use a Pearson type VI1 curve with 
pl=O and fl2=4.0 instead of the normal; similarly, for 
type VI1 with &=O and &=3.5, the upper 5-percent and 
l-percent points are 1.633 and 2.416, respectively. Thus 
Pearson’s type VI1 with &=4.0 a t  the 5-percent level is 

A A 

A A 

midway between that for the normal and type VI1 with 
&=4.0; but the 1 percent for type VI1 with p2=3.5 is 
nearer to type VI1 with f12=4.0 than to the normal. 
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